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ABSTRACT
It is common to find a mixture of both long batch jobs and latency-
sensitive short jobs in enterprise data centers. Recently hybrid
job schedulers emerge as attractive alternatives of conventional
centralized job schedulers.

In this paper, we conduct trace-driven experiments to study the
job-completion-delay performance of two representative hybrid job
schedulers (Hawk and Eagle), and find that short jobs still encounter
long latency issues due to fluctuating bursty nature of workloads.
To this end, we propose Dice, a general performance optimiza-
tion framework for hybrid job schedulers, to alleviate the high
job-completion-delay problem of short jobs. Dice is composed of
two simple yet effective techniques: Elastic Sizing and Opportunis-
tic Preemption. Both Elastic Sizing and Opportunistic Preemption
keep track of the task waiting times of short jobs. When the mean
task waiting time of short jobs is high, Elastic Sizing dynamically
and adaptively increases the short partition size to prioritize short
jobs over long jobs. On the other hand, Opportunistic Preemption
preempts resources from long tasks running in the general partition
on demand, so as to mitigate the “head-of-line” blocking problem
of short jobs.

We enhance the two schedulers with Dice and evaluate Dice
performance improvement in our prototype implementation. Exper-
iment results show that Dice achieves 50.9%, 54.5%, and 43.5% im-
provement on 50th-percentile, 75th-percentile, and 90th-percentile
job completion delays of short jobs in Hawk respectively, as well as
33.2%, 74.1%, and 85.3% improvement on those in Eagle respectively
under the Google trace, at low performance costs to long jobs.
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1 INTRODUCTION
Big data analytics workloads in large-scale enterprise data centers
tend to bemore andmore intensive, complex, and diverse, as evident
in latest studies of job traces collected from production environ-
ments [3, 10, 11, 24, 26]. We observe a mixture of both long jobs and
latency-sensitive short jobs in enterprise data centers. The latency
of short jobs, that is, job completion delay, matters to users because
most (if not all) short jobs are user-facing interactive applications
like ad-hoc queries for interactive data analysis or personalized
search. This fact demands modern-day big data jobs schedulers to
be able to schedule large number of different types of jobs with
corresponding resource and latency requirements from a variety of
analytics frameworks like Hadoop MapReduce [30], Dremel [22],
Impala [19], Storm [28], Spark [31], and Flink [7] in timely fashion.

Centralized job schedulers, like YARN [29],Mesos [17], Omega[25],
achieve high resource efficiency since they usually have a global
view of cluster resource allocations and demands of batch jobs. How-
ever, their job scheduling delay becomes non-trivial when schedul-
ing a great amount of latency-sensitive short jobs. Distributed job
schedulers like Apollo [5] and Sparrow [23] successfully minimize
job scheduling delay with parallel and independent scheduling
decision-making of multiple schedulers but they fail to allocate
resources efficiently.

Recognizing the mixed nature of long batch jobs and latency-
sensitive short jobs, Hawk [16], Eagle [14], Phoenix [27] hybrid job
schedulers, which in general consist of one centralized scheduler
for long jobs and multiple distributed schedulers for short jobs,
have emerged as promising alternatives of existing job schedulers
for better latencies of short jobs and cluster utilization.

Although the existing hybrid job schedulers have attempted to
address the high-latency issue of short jobs, our experiment studies
show that they still cannot fully handle intermittent burstiness
of workloads, which in turn causes short jobs to suffer from long
latency issues (see Section 2.2 for more detail). To this end, we pro-
pose a general performance optimization approach to hybrid job
schedulers, called “Dice”, to mitigate the long job-completion-delay
issue of short jobs with two simple yet effective techniques: Elastic
Sizing and Opportunistic Preemption. Elastic Sizing and Oppor-
tunistic Preemption continuously monitor the task waiting time
of short jobs. Elastic Sizing dynamically and adaptively increases
the dedicated short partition size to prioritize short jobs over long
jobs when the mean task waiting time of short jobs is detected high.
On the other hand, Opportunistic Preemption preempts resources
from long tasks running in the general partition on demand, so
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Figure 1: A general architecture of hybrid job schedulers

as to mitigate the “head-of-line” blocking problem of short jobs.
Because the two schemes of Dice are orthogonal to the general
architecture of existing hybrid job schedulers, Dice can be easily
integrated into them. To the best of our knowledge, Dice is the
first general performance optimization framework for hybrid job
schedulers.

We enhance the Hawk and Eagle job schedulers with Dice in a
widely-used trace-driven simulator, and evaluate the job-completion-
delay performance improvement on short jobs by Dice with three
representative traces of enterprise production workloads. Extensive
experiment results show that Dice is able to significantly improve
latencies of short jobs, at a relatively low cost by marginally in-
creasing the latencies of long jobs. For example, under the Google
trace, Dice achieves 50.9%, 54.5%, and 43.5% improvement on 50th-
percentile (P50), 75th-percentile (P75), and 90th-percentile (P90)
job completion delays of short jobs in Hawk respectively, as well
as 33.2%, 74.1%, and 85.3% improvement on those metrics in Eagle
respectively, while lengthening the P50 job completion delay of
long jobs by 4.9% in Hawk and the P75 job completion delay of
long jobs by 14.6% in Eagle respectively.

In summary, we make the following contributions in this paper:
• We identify that long task waiting time of short jobs for
hybrid job schedulers is one main cause of the long job
completion delay of shorts jobs under fluctuating bursty
workloads;
• We propose the Elastic Sizing scheme to dynamically and
adaptively increase the dedicated short partition size to pri-
oritize short jobs over long jobs on demand;
• We propose the Opportunistic Preemption scheme to pre-
empt resources from long tasks running in the general par-
tition on demand, so as to mitigate “head-of-line” blocking
problem of short jobs;
• We conduct extensive trace-driven experiments and vali-
date the effectiveness of the two schemes individually and
combinatorially.

2 BACKGROUND AND MOTIVATIONS
2.1 Background
Recently, hybrid job schedulers have been proposed to deliver both
high cluster utilization and responsiveness of short jobs under
mixed workloads in large-scale data centers. Hawk [16], Eagle [14],
and Phoenix [27] are representative of state-of-the-art work in this
field. Figure 1 illustrates a general architecture of hybrid job sched-
ulers. As shown in the figure, a cluster consists of many worker

nodes where each node maintains one probe queue of tasks. For hy-
brid job schedulers, the cluster is split into two exclusive partitions:
general partition and short partition. The centralized job scheduler
is meant to schedule only long jobs on the general partition, and
the size of the general partition is determined by the portion of
time cluster resources are spent on long jobs. The short partition
is dedicated for executing short jobs, while multiple Sparrow [23]-
like distributed schedulers are responsible for queuing and placing
only short jobs on both partitions in parallel. Like Sparrow, each
distributed scheduler uses the “batch sampling” scheme to place
probes of short tasks onto the least loaded of randomly chosen
worker nodes, and assigns short tasks to the worker nodes only
until they are ready to run the tasks, which is called “late binding”.
Because of the high parallelism of job placement by distributed
schedulers, short jobs are expected to bear very short job queueing
delay.

To compensate occasional poor scheduling decisions by dis-
tributed schedulers, Hawk [16] employs “randomized task stealing”,
which steals tasks of short jobs behind running and waiting tasks
of long jobs from busy nodes to idle nodes in the general partition.
Eagle [14] proposes the “Succinct State Sharing” (SSS) mechanism
to convey the information about locations where long jobs are
executing among distributed schedulers, so as to avoid the head-
of-line blocking for short jobs. Different from Sparrow, a probe in
Eagle represents not one single task of a job, but the whole job.
As a result, Eagle introduces “Sticky Batch Probing” (SBP) to keep
the probe of a short job stay in the queue until all the remaining
tasks of the corresponding job are completed. Phoenix [27] is an
extension to the Eagle scheduler to take job placement constraints
into considerations.

2.2 Motivations
As Hawk [16] is shown to improve the P50 and P90 job-completion-
delay performance of short jobs by 80% and 90% respectively com-
pared with Sparrow, and Eagle [14] further performs up to 80%
better than Hawk, our question is raised: is short job-completion-
delay performance good enough under latest hybrid job schedulers?

In order to understand performance behaviors of short jobs un-
der hybrid job schedulers, we conduct a trace-driven experimental
study with the open-source Eagle simulator, which is able to simu-
late both Hawk and Eagle schedulers [13]. In our experiments, we
try to mimic the same configuration parameters used in Eagle. In
particular, we simulate a cluster of 4000 nodes while 2% of nodes are
reserved for the short partition because task-seconds of short jobs
account for 2% overall task-seconds in the Yahoo trace [11]. Then
we feed the Yahoo trace to the simulator as input workload. The
Yahoo trace includes 24262 jobs in total where short jobs account
for 90.6% (the jobs with the mean task runtime of smaller than 90.58
seconds are defined as short jobs for the Yahoo trace, that is “cutoff
task runtime” to distinguish short and long jobs).

We are especially interested in understanding the impact of the
task waiting time on job completion delay of short jobs. Therefore,
for every 60-second time window in a simulation run, we first
collect and report the ratio of job completion delay to mean task
runtime of its corresponding short job. Considering an example
case where there are two short jobs with 50-second and 5-second
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Figure 2: Ratio of job completion delay tomean task runtime
for short jobs under the Yahoo trace

mean task runtime respectively, the same job completion delay of
100 seconds may result in totally different user experience. Hence
we believe this ratio, instead of the absolute value of job completion
delay, is a better indicator of lags caused by resource contentions.
Figure 2 illustrates the ratio of job completion delay to mean task
runtime of short jobs for Hawk and Eagle schedulers under the
Yahoo trace.

Second, we also collect and report the mean task waiting time
of short jobs until all the jobs are completed for every 60-second
time window. The task waiting time for a given task is defined as
the duration from the time when its corresponding job is submitted
to the time when the task is executed. In general, the task waiting
time consists of task scheduling delay and probe queueing delay
on the worker node. With multiple and parallel distributed sched-
ulers dedicated for scheduling short jobs, task scheduling delay
is guaranteed to be negligible. So the task waiting time of short
jobs is actually determined by probe queueing delay. In case the
task waiting time for a job outweighs mean task runtime, the task
waiting time thus dominates job completion delay. Figure 3 plots
the mean task waiting time of short jobs under Hawk and Eagle
schedulers under the Yahoo trace.

From Figures 2 and 3, we have two observations: (1) spikes of
the mean task waiting time are correlated and contribute to spikes
of job completion delay for short jobs; and (2) spikes of the mean
task waiting time can be as high as more than 3000 seconds, which
is (3000/90.58 = 33.1) times cutoff task runtime for short jobs.

The above observations clearly dictate that shortening the task
waiting time is key and imperative to improve job completion delay
of short jobs. As we know for hybrid job schedulers a dedicated
short partition is used to ensure low latency of short jobs, our
first idea is to rethink the sizing of the short partition for better
latency performance of short jobs. On the other hand, since short
tasks could be affected by the head-of-line blocking in the general
partition, our second idea is to explore the task preemption option.

3 ELASTIC SIZING
In this section, we first quantitatively evaluate the impact of the
short partition size on job completion delay as well as cluster uti-
lization. Then we discuss how to strike a good balance between
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Figure 3: Mean task waiting time of short jobs under the Ya-
hoo trace

job-completion-delay performance of short jobs and cluster utiliza-
tion with Elastic Sizing.

3.1 Impact of Short Partition Size
Intuitively, a straightforward way to shorten the task waiting time
and resulting job completion delay of short jobs is to increase the
size of the dedicated short partition. Therefore, we evaluate job-
completion-delay performance and cluster utilization as a function
of different short partition sizes with the aforementioned simulator.
Table 1 shows P50, P75, and P90 job completion delays of short
and long jobs in both Hawk and Eagle schedulers with the short
partition sizes of 2%, 4%, 6%, and 8% under the Yahoo trace. One can
see that for Hawk, P50, P75, and P90 job completion delays of short
jobs can be improved by 57.8%, 70.3%, and 77.9% respectively if the
short partition size is increased from 2% to 8%. On the other hand,
affected by fewer worker nodes available for long jobs, P50, P75, and
P90 job completion delays of long jobs for the 8% short partition size
are 48.0%, 30.0%, and 19.0% higher than those for 2% short partition
size respectively. It clearly implies that a bigger size of the dedicated
short partition contributes to significant performance improvement
on job completion delay of short jobs, with a non-trivial cost to job
completion delay of long jobs. We observe a similar pattern from
experiment results for Eagle as well.

Let’s then take a close look at cluster utilization. Figure 4 plots
cluster utilization trends in Eagle under Yahoo trace with 2%, 4%,
6%, and 8% short partition sizes. It is clear that cluster utilization is
inversely proportional to the short partition size within a certain
range. In particular, for the 8% short partition size (that is, 92%
general partition size), cluster utilization ranges from 92% to ap-
proximately 94% during most of the time, with sometimes 100%
peaks. This is expected considering task-seconds of short jobs ac-
count for 2% overall task-seconds for the Yahoo trace. Therefore,
a bigger size of the short partition could result in lower cluster
utilization.

3.2 Elastic Sizing
Motivated by the above observations and implications, we pro-
pose Elastic Sizing, which dynamically and adaptively adjusts the
short partition size according to the task waiting time of short
jobs, so as to improve job-completion-delay performance of short
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Table 1: Job completion delays under the Yahoo trace as a
function of different short partition sizes

Short Job Completion Delay (seconds)
Partition Short Jobs Long Jobs
Hawk P50 P75 P90 P50 P75 P90
2% 327.7 687.1 1226.4 3145.2 6837.4 10089.1
4% 191.2 322.3 457.7 3455.5 7467.1 10754.7
6% 157.0 243.8 331.6 3947.6 8168.3 11447.7
8% 138.2 204.3 270.8 4654.6 8891.4 12010.3

Eagle P50 P75 P90 P50 P75 P90
2% 29.8 59.1 147.3 3160.0 6837.7 10070.3
4% 23.2 42.0 66.0 3455.6 7469.1 10764.3
6% 22.4 40.4 62.9 3943.5 8166.6 11391.0
8% 22.1 39.9 62.1 4650.2 8901.9 12025.4

0 25000 50000 75000 100000 125000 150000 175000
Time (seconds)

0

20

40

60

80

100

Cl
us

te
r U

til
iza

tio
n 

(%
)

2% 4% 6% 8%

Figure 4: Cluster utilization in Eagle under the Yahoo trace

jobs, while minimizing adverse impacts on the performance of long
jobs and overall cluster utilization. Elastic Sizing enforces sizing
adjustment of the short partition by converting a number of the
general-partition nodes into the short-partition nodes throughout
consecutive time windows. In particular, the basic workflow of
Elastic Sizing is as follows:
• At the start of a time window, the centralized scheduler of
hybrid job schedulers collects the task waiting time of short
jobs during last time window from all worker nodes and
computes the mean task waiting time;
• The centralized scheduler then decides the number of nodes
in the general partition should be temporally converted into
the short-partition nodes during the current time window.
Implementing node conversion is simple: the centralized
scheduler puts the converted nodes onto a blacklist, and
avoids scheduling probes of newly-arrived long jobs onto the
blacklisted nodes during the current time window. Note that
Elastic Sizing requires no changes to distributed schedulers;
• At the end of a time window, the centralized scheduler emp-
ties the blacklist.

We then discuss the algorithm to determine the number of nodes
to convert. We define the lower bound of the short partition size
as MinShortPartitionSize number of nodes, the upper bound of the

lower bound of
short partition

.........................

upper bound of
short partition

actual short partition size actual general partition size

Figure 5: An illustrative example of Elastic Sizing

short partition size as MaxShortPartitionSize number of nodes. We
also define the mean task waiting time during last time window
as CurrMeanTaskWaitingTime and the corresponding maximum
mean task waiting time of short jobs as MaxTaskWaitingTime. If
CurrMeanTaskWaitingTime is greater than MaxTaskWaitingTime,
(MaxShortPartitionSize − MinShortPartitionSize) general-partition
nodes are converted into the short-partition nodes by Elastic Siz-
ing. Otherwise, p × (MaxShortPartitionSize - MinShortPartitionSize)
number of nodes will be converted, where p ∈ [0.0,1.0]. Figure 5
illustrates an example case of Elastic Sizing.

We are interested in the relationship between the rate of node
conversions and resulting performance gain. Therefore, we con-
sider and evaluate the below 3 models to compute p because they
reflect three different node-conversion strategies: linear conver-
sion, slow-start conversion, and fast-start conversion respectively.
This is achieved by leveraging the different responsiveness rate of
functions y = x , y = x2, and y =

√
x , where x ∈ [0.0,1.0].

• Linear model: p = CurrMeanTaskW aitinдT ime
MaxTaskW aitinдT ime

• Square model: p = (
CurrMeanTaskW aitinдT ime

MaxTaskW aitinдT ime )2

• Square-Root model: p =
√

CurrMeanTaskW aitinдT ime
MaxTaskW aitinдT ime

In summary, Elastic Sizing aims to prioritize short jobs over long
jobs when short jobs face high task waiting time, by proactively
constraining the number of nodes available for scheduling long
jobs and thus allocating more resources to short jobs.

3.3 Searching Key Parameter Space
In this subsection, we first conduct experiments to understand the
relationship between the performance impact and node conver-
sion models. Secondly, we study the performance improvement by
Elastic Sizing with different upper bounds of the short partition
size.

In the first experiment, we configure the upper bound of the
short partition size to 10% and the maximum mean task waiting
time of short jobs to 1000 seconds. Then we run the simulations
of Hawk and Eagle schedulers with different models in Elastic
Sizing under the Yahoo trace. Figure 6 depicts the job-completion-
delay performance in Hawk and Eagle schedulers enhanced with
the three node-conversion models of Elastic Sizing. We can see
from Figures 6a and 6b, Hawk with Elastic Sizing’s Square-Root
model is able to shorten P50, P75, and P90 job completion delays
of short jobs by 34.6%, 43.6%, and 53.5% respectively compared
with the original Hawk scheduler. However, this is achieved at the
cost of 2.9% and 2.1% longer P75 and P90 job completion delays of
long jobs respectively. It is expected because Square-Root model
opts to aggressively convert the general-partition nodes into the
short-partition nodes. As a counterpart, Square model responds
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Figure 6: Job completion delays for Elastic Sizing with different models normalized to Hawk and Eagle

to the increase of the task waiting time of short jobs so slowly
that insufficient nodes are converted in time, which is evident in
that trivial improvement on job completion delay performance of
short jobs is observed for Square model. In contrast, Elastic Sizing’s
Linear model achieves 13.2%, 15.6%, and 24.3% improvement on P50,
P75, and P90 job completion delays for short jobs respectively, with
a negligible impact on job completion delay for long jobs. In the
meantime, we observe from Figures 6c and 6d, Eagle is insensitive
to different node-conversion models of Elastic Sizing and all the
models are able to deliver more than 4% and 23% improvement on
P75 and P90 job completion delays for short jobs.

In the second experiment, we vary the upper bounds of the short
partition size from 4%, 6%, 8%, 10%, 12%, 14% to 16% with a step
of 2% (Note that the lower bound of the short partition size is 2%
under Yahoo trace by default), and use the Linear model. Figure 7
plots the job-completion-delay performance of Hawk and Eagle
enhanced with Elastic Sizing as a function of different upper bounds
of the short partition size. One can observe from Figures 7a and 7c:
(1) Elastic Sizing with 16% upper bound of the short partition size
improves P50, P75, and P90 job completion delay performance of
short jobs by 18.3%, 22.3%, and 33.3% respectively for Hawk, and
improves them by 2.9%, 5.3%, and 26.4% respectively for Eagle; (2)
with the increase of the upper bound of the short partition size,
Elastic Sizing is able to translate higher node conversion into lower
job completion delays of short jobs; and (3) Hawk with Elastic
Sizing is more sensitive to the upper bound of the short partition
size than Eagle with Elastic Sizing.

4 OPPORTUNISTIC PREEMPTION
In this section, we first introduce the background of task preemption
in the context of big data job scheduling. Then we present the basic
idea of Opportunistic Preemption and explore its key parameter
space.

4.1 Task Preemption
Process preemption is a commonly-used mechanism to enforce
the time-slice quota of running processes and/or the prioritiza-
tion of higher-priority processes over lower-priority processes in
modern operating systems. Recently big data job schedulers have
employed task preemption for fair resource sharing and job prior-
itization enforcement as well. Killing tasks is a simple but costly
way to implement preemption because made progress of the tasks
is lost and the killed tasks need to be restarted from scratch. On

the other hand, job schedulers like Amoeba [4], Natjam [12], etc.
checkpoint tasks’ progress periodically to save intermediate results
to persistent storage. This allows the tasks to be suspended and re-
sumed when needed, which is usually called “checkpointing-based
preemption” [20]. Thus whether to enable preemption in job sched-
uling is mainly determined by the efficiency and overhead of task
suspension and resumption with checkpointing. Via lightweight
container-based virtualization, Big-C [9] implements immediate
preemption and graceful preemption strategies to make tasks pre-
emptive with low cost and latency. Based on these two strategies,
Big-C develops a preemptive fair share scheduler to preempt re-
sources from long jobs when short jobs arrive. Inspired by Big-C,
Kairos [15] implements time sharing on all worker nodes through
container-based task preemption.

Although low latency of suspending and saving task context is
achieved with container-based preemption under general work-
loads, Big-C’s experiment results show that Spark tasks with it-
erative computation are susceptible to high resumption overhead.
More importantly, latest studies [8, 21] show that Java Virtual Ma-
chine (JVM) warm-up overheads, e.g. class loading and byte-code
interpretation, play an important role in short job execution while
many popular data analytic frameworks including Hadoop [30] and
Spark [31] are built upon JVM. For example, compute-intensive
workloads like Spark queries could take 21 seconds on average on
JVMwarm-up, while IO-intensive workloads like HDFS reads could
also spend 33% execution time on warm-up [21].

Without careful considerations of resumption and JVMwarm-up
overheads, blind preemption, even with low-cost container-based
preemption scheme like Big-C, may result in both lengthened job
completion delay of short jobs and low cluster utilization.

4.2 Opportunistic Preemption
Keeping benefits and possible overheads of task preemption inmind,
we propose Opportunistic Preemption, which judiciously preempts
resources of long tasks only when the task waiting time of short
jobs is high. Different from Big-C that always preempts resources
from long jobs when short jobs arrive to enforce share fairness
and Kairos that always preempts resources from running jobs to
enforce quota-based time sharing, Opportunistic Preemption aims
to mitigate long task waiting time for short jobs with preemption
on demand, while avoiding high resumption overheads of the above
“always-on” preemption schemes.
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Figure 7: Job completion delays for Elastic Sizing with different upper bounds of the short partition size normalized to Hawk
and Eagle

Similar to Elastic Sizing, the centralized scheduler with Oppor-
tunistic Preemption enabled periodically collects and aggregates
the task waiting time of short jobs during last time window from
all worker nodes. When the computed mean task waiting time of
short jobs becomes high, Opportunistic Preemption is activated.
The question is: how many and what long tasks should be pre-
empted? Considering a data center consisting of tens of thousands
of worker nodes and the centralized scheduler does not have de-
tailed information about the running task and the probe queue for
every worker node, Opportunistic Preemption computes the total
number of needed preemption candidates according to the extent of
the mean task waiting time of short jobs and then opts to randomly
select worker nodes in the general partition. In particular, the basic
workflow of Opportunistic Preemption is as follows:
• At the start of a time window, the centralized scheduler for
hybrid job schedulers collects the task waiting time of short
jobs during last time window from all worker nodes and
computes the mean task waiting time;
• The centralized scheduler then computes the number of
nodes in the general partition for preemption candidacy (say
n), and sends preemption requests to randomly-chosen n
nodes;
• For a node receiving a preemption request, it will save in-
termediate results of and then suspend the running task if
the following four conditions are all met: (1) a long task is
running on the node; (2) no other long tasks are suspended
for the node; (3) the number of suspensions for the running
task is less than a predefined maximum number of suspen-
sions for a task under preemption; and (4) there are probes
of short jobs waiting in the probe queue;
• When the task suspension is completed, the total number
of suspensions for the task is incremented by one. A timer
that is used to stop suspension with a predefined timeout
starts ticking. In the meantime, the node will fetch the probe
of a short task according to local scheduling algorithms like
SRTF (Shortest Remaining Time First) in Eagle or FIFO (First
In First Out) in Hawk, and execute the chosen short task;
• When the timer expires, the node will resume the suspended
task after the currently running task is completed.

We then discuss the key parameter space of Opportunistic Pre-
emption. Similar to Elastic Sizing, we define the current short par-
tition size as CurrShortPartitionSize number of nodes, the mean

task waiting time of short jobs during last time window as Cur-
rMeanTaskWaitingTime and the correspondingmaximummean task
waiting time of short jobs as MaxTaskWaitingTime. If CurrMean-
TaskWaitingTime is greater thanMaxTaskWaitingTime, Opportunis-
tic Preemption sends preemption requests to CurrShortPartitionSize
× Multiplier number of randomly-chosen nodes in the general
partition. Otherwise, p × (CurrShortPartitionSize × Multiplier) pre-
emption requests will be sent, where p ∈ [0.0,1.0]. Multiplier is
meant to compensate unfulfilled preemption requests due to the
randomization nature of choosing preemption candidates. We con-
sider the same Linear, Square, Square-Root models for p as Elastic
Sizing.

In summary, Opportunistic Preemption aims to mitigate the
head-of-line blocking issues caused by long tasks to lower long task
waiting time of short jobs, with on-demand task preemption.

4.3 Searching Key Parameter Space
In the first experiment, we assume Opportunistic Preemption is also
built on lightweight container-based virtualization, and configure
task suspension delay to 3 seconds and task resumption delay to
10 seconds, as on par with experiment results in [8]. Then we
run the simulations of Hawk and Eagle schedulers with different
Opportunistic Preemption models under the Yahoo trace. We also
configure the suspension duration to 100 seconds and the maximum
number of allowed preemptions per task to 2. Figure 8 depicts the
job-completion-delay performance of Hawk and Eagle schedulers
with different Opportunistic Preemption models.

As shown in Figures 8a and 8c, Opportunistic Preemption is
able to consistently improve job completion delays of short jobs
under Hawk and Eagle schedulers. For example, Opportunistic
Preemption with Square-Root model improves P90 job completion
delay of short jobs under Eagle by up to 41.3% while Square model
improves P90 job completion delay under Hawk by up to 21.3%.
Moreover, experiment results also reveal different characteristics
of Opportunistic Preemption compared with Elastic Sizing. First,
Opportunistic Preemption is able to shorten job completion delay
of short jobs under Eagle more significantly than Elastic Sizing.
Second, Square-Root model is not always able to deliver the most
performance gains for short jobs with Hawk (see Figure 8a) in spite
of its aggressive nature, while it could cause the most performance
loss for long jobs (20% as in Figure 8b). Third, Linear and Square
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Figure 8: Job completion delays for Opportunistic Preemption with different models normalized to Hawk and Eagle
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(c) Short jobs in Eagle
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(d) Long jobs in Eagle

Figure 9: Job completion delays for Opportunistic Preemption with different multipliers normalized to Hawk and Eagle

models can achieve similar performance gains but Linear model
tends to have more performance loss for long jobs.

The second experiment is to evaluate the impact of different
multipliers. We vary the multiplier values from 0.5×, 1.0×, to 2.0×.
Figure 9 depicts the job-completion-delay performance of Hawk
and Eagle schedulers with different Opportunistic Preemption mul-
tipliers. As expected, with the increase of multiplier, we can see
better improvement on the job-completion-delay performance of
short jobs (especially under Eagle) as well as higher cost on job
completion delay for long jobs (especially for Hawk). It suggests
that Eagle needs an aggressive interference to alleviate long job
completion delay of short jobs as its cluster resource is heavily
utilized compared with Hawk. This implies that 1.0× multiplier
strikes a balance between performance gains on short jobs and
performance loss on long jobs.

5 PUTTING IT ALL TOGETHER: DICE
A natural idea is to enable both Elastic Sizing and Opportunistic
Preemption, which becomes Dice. Dice leverages the commonality
of monitoring the mean task waiting time of short jobs in both
schemes and makes integration simple. Dice adds the logic into
the centralized job scheduler to adjust the short partition size and
preempt resources of long jobs when the mean task waiting time
of short jobs is high during a time window. On the other hand,
Dice recognizes the fact of conservative but nearly cost-free nature
of Elastic Sizing and aggressive but potentially costly nature of
Opportunistic Preemption, and supplements each other into one
unified approach.

In essence, Dice introduces a feedback loop into hybrid job sched-
ulers for performance optimizations. Latency awareness in Dice
enables performance monitoring for short jobs, then actions are

taken to activate the two proposed optimizationswhen performance
is below expectation.

6 PERFORMANCE EVALUATIONS
6.1 Experimental Setup
We implement a Dice prototype and evaluate its performance in a
trace-driven simulator, which is also used to evaluate Sparrow [23],
Hawk [16], Eagle [14], Phoenix [27], and Kairos[15]. We feed the
simulator with three traces representative of enterprise workloads
in large data centers. In particular, we use the Yahoo and Cloudera
traces [10, 11], as well as the Google trace [24, 26]. Table 2 shows
the key job characteristics of the three traces, where the percentage
of task-seconds of short jobs determines the lower bound of the
short partition size.

In our experiments, we simulate clusters of 3000, 4000, and 5000
worker nodes using Yahoo trace and 11000, 12000, and 13000 worker
nodes using Cloudera and Google traces to evaluate Dice perfor-
mance under heavy, medium-heavy, and medium loads respectively.
Each worker node has one single core and maintains one probe
queue. Since job arrival timestamps are constant during trace re-
play in the simulations, varying the total number of worker nodes
actually varies the workload intensity, and thus directly affects the
task waiting time and job completion time.

We enhance Hawk and Eagle job schedulers with Dice, and
compare P50, P75, and P90 job completion delay performance with
the original Hawk and Eagle schedulers respectively. Every 60
seconds, Dice collects and aggregates the task waiting time of short
jobs from worker nodes and computes the mean task waiting time.
In Dice’s configuration, Elastic Sizing employs Linear model and
sets the upper bound of the short partition to 10%, 17%, and 25%
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Table 2: Trace characteristics

Trace Total jobs Short jobs Task-seconds of short
jobs

Yahoo 24,262 90.6% 2%
Cloudera 21,030 95.0% 9%
Google 506,546 90.0% 17%

for Yahoo, Cloudera, Google traces respectively. This makes room
for the short partition size adjustment be a fixed 8% of the cluster
size. Opportunistic Preemption employs Square model and sets
multiplier to 1.0×.

6.2 Results
Figure 10 plots normalized job-completion-delay performance for
Hawk and Eagle schedulers enhanced with Dice under Yahoo trace
as a function of varying numbers of nodes. From Figures 10a and
10c, we can see that Dice consistently and significantly improves
the latencies of short jobs. First, for the 3,000-node cluster config-
uration, Dice achieves 91.4%, 83.6%, and 74.4% improvement on
P50, P75, and P90 job completion delays of short jobs in Hawk
respectively, as well as 97.4%, 82.3%, and 74.9% improvement on
those in Eagle respectively. The reason for such a surprisingly sig-
nificant improvement is that, the task waiting time of short jobs
is kept extremely high under saturated load, and thus Dice has to
activate both Elastic Sizing and Opportunistic Preemption during
the simulation. In other words, high latency of short jobs dictates
Dice to maximize the short partition size and proactively preempts
resources from long tasks under heavy load to shorten job comple-
tion delay of short jobs. On the other hand, we can also see that
P50 job completion delay of long jobs is lengthened by 14.3% in
Hawk and 8.0% in Eagle. We believe, prioritizing short jobs over
long jobs in Dice is imperative to guarantee responsiveness of short
jobs under heavy or even saturated loads.

Second, under medium-heavy load (4000 nodes), Dice achieves
17.7%, 26.0%, and 38.3% improvement on P50, P75, and P90 job
completion delays of short jobs in Hawk respectively, as well as
4.1%, 8.7%, and 34.0% improvement on those in Eagle respectively.
We can also see that 8.9%/2.4% longer P90 job completion delay of
long jobs in Hawk/Eagle respectively is traded for such performance
improvement for short jobs.

Third, it is clear that performance gains for short jobs decrease
with the increase of cluster size. This is expected that lower work-
load intensity as a result of the bigger scale of a cluster reduces the
chances of high task waiting time of short jobs, and Dice has fewer
chances to activate Elastic Sizing and Opportunistic Preemption.

We can observe the same patterns from experiment results under
the Cloudera and Google traces, as shown in Figures 11 and 12. More
specifically, for a cluster of 12000 nodes under the Cloudera trace,
Dice achieves 59.1%, 45.0%, and 14.4% improvement on P50, P75,
and P90 job completion delays of short jobs in Hawk respectively,
as well as 27.6%, 57.3%, and 11.5% improvement on those in Eagle
respectively, while lengthening P90 job completion delay of long
jobs by 26.8% in Hawk and 24.7% in Eagle respectively. For a cluster
of 12000 nodes under the Google trace, Dice achieves 50.9%, 54.5%,

and 43.5% improvement on P50, P75, and P90 job completion delays
of short jobs in Hawk respectively, as well as 33.2%, 74.1%, and 85.3%
improvement on those in Eagle respectively, while lengthening P50
job completion delay of long jobs by 4.9% in Hawk and P75 job
completion delay of long jobs by 14.6% in Eagle respectively. Overall,
we confirm that in Dice performance gains obtained for short jobs
outweigh performance costs on long jobs.

In order to quantitatively evaluate how Elastic Sizing and Oppor-
tunistic Preemption individually and combinatorially contribute to
performance gains, we conduct experiments of Hawk and Eagle
schedulers enhanced with Elastic Sizing, Opportunistic Preemp-
tion, Dice under the three traces. Figure 13 compares their per-
formance in terms of job completion delay of short jobs. One can
see from Figure 13a, in the case of Hawk under the Yahoo trace,
Dice achieves 5.2%, 12.4%, and 18.5% improvement on P50, P75,
and P90 job completion delay of short jobs respectively compared
with Elastic Sizing, as well as 12.1%, 13.4%, and 21.5% improvement
respectively compared with Opportunistic Preemption. Similarly,
we can also see from Figure 13d, in the case of Hawk under the
Cloudera trace, Dice achieves 3.5%, 0.7%, and −1.4% improvement
on P50, P75, and P90 job completion delays of short jobs respectively
compared with Elastic Sizing, as well as 55.0%, 38.5%, and 15.3%
improvement respectively compared with Opportunistic Preemp-
tion. It clearly indicates that using Elastic Sizing and Opportunistic
Preemption combinatorially is able to deliver more performance
gains than using them individually in most cases. We can observe
the same pattern from experiment results for the Eagle scheduler
and under the Google trace. Even in some cases, the combination of
Elastic Sizing and Opportunistic Preemption causes performance
loss, the performance loss is negligible (the maximum performance
loss we observed from experiment results is −1.4%). This implies
that it is empirically beneficial to deploy both Elastic Sizing and
Opportunistic Preemption in hybrid job schedulers.

7 EXTENDED RELATEDWORK
Elastic Sizing. In the context of resource management and job
scheduling, the most similar work to cluster partitioning in hybrid
job schedulers is the node label scheme [2] in YARN [29] and the
floating partition scheme in Slurm [1, 18]. Each node in a cluster
managed by YARN can be tagged with a label representing own-
ership or capacity (e.g., GPU support, memory size) and a group
of nodes with the same label form a sub-cluster. A label can be
set as exclusive or non-exclusive. A sub-cluster labeled as exclusive
can run jobs with the same label only. In a sub-cluster labeled as
non-exclusive, resources can be shared with any jobs in the clus-
ter when idle resources are available. Similarly, a cluster in Slurm
can be partitioned into disjoint sub-clusters as well, and Slurm’s
floating partition scheme can be used to share idle resources across
partitions. Node label and floating partition are a static partitioning
approach, and they are meant to share and leverage idle resources.
In contrast, Elastic Sizing is a dynamic partitioning and node con-
version approach, which dynamically and adaptively adjusts the
short and general partition sizes according to the task waiting time
of short jobs, even there are no idle resources. In addition, the basic
idea of Elastic Sizing can be easily extended to YARN and Slurm.
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(c) Short jobs in Eagle
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Figure 10: Job completion delays for Dice normalized to Hawk and Eagle under Yahoo trace
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(a) Short jobs in Hawk
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(b) Long jobs in Hawk
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(c) Short jobs in Eagle
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Figure 11: Job completion delays for Dice normalized to Hawk and Eagle under Cloudera trace
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(c) Short jobs in Eagle
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Figure 12: Job completion delays for Dice normalized to Hawk and Eagle under Google trace
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(e) Short jobs in Eagle
under Cloudera
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Figure 13: Job completion delays for Elastic Sizing, Opportunistic Preemption, and Dice normalized to Hawk and Eagle

Opportunistic Preemption. Task preemption has been widely
used in major job schedulers and cluster managers like YARN [29],
Mesos [17], Kubernetes [6], Slurm [1] for enforcement of job prior-
itization. For node label in YARN, a labeled job requesting labeled
resources can preempt non-labeled jobs on labeled nodes. Big-C [9]
implements a low-overhead task preemption mechanism via the
container technique and then develops a preemptive job scheduler

to prioritize short jobs over long jobs. Built on top of the container-
based task preemption in Big-C, Kairos [15] proposes a two-layer
scheduling framework to address head-of-line blocking problem of
short jobs: one centralized scheduler for coarse-grained load balanc-
ing and local scheduler on every node for achieving Least Attained
Service (LAS). In particular, local scheduler preempts the running
task that has the highest LAS time when a new task arrives. When
the time quota of the running task expires, local scheduler suspends
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the task and resumes a task with the least LAS time waiting in the
task queue. Different from the always-on task preemption in Big-
C and Kairos, Opportunistic Preemption is activated on demand,
when the mean task waiting time of short jobs is high, to avoid the
non-trivial task suspension and resumption overheads and JVM
warmup overhead due to preemption.

8 CONCLUSIONS AND FUTUREWORK
In this paper, we propose Dice, a general performance optimiza-
tion approach for state-of-the-art hybrid job schedulers to address
the high-latency issue of short jobs due to the bursty nature of
workloads in large-scale enterprise data centers. Dice keeps track
of the task waiting time of short jobs, and deploys Elastic Sizing
and Opportunistic Preemption schemes to optimize job completion
delays of short jobs. In particular, Elastic Sizing dynamically and
adaptively increases the short partition size to accommodate long
task waiting time of short jobs due to the shortage of resource
reservation for short jobs, while Opportunistic Preemption pre-
empts resources from long tasks running in the general partition
on demand, so as to mitigate the head-of-line blocking problem.
Trace-driven experiments show that Dice is able to achieve signifi-
cant performance gains for short jobs with acceptable performance
costs to long jobs.

In the future, we plan to implement a prototype of Dice on the
open-source Hadoop YARN job scheduler to evaluate Dice perfor-
mance in real-world environments.
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